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Seminar in Economic Development 

Week 4 Problem Set: Human development 
 

Professor S. O’Connell Fall 2017 
 
Introduction. The problem set begins with a detour into “growth diagnostics,” a topic closely related to 
material covered in the past few weeks. The growth diagnostics framework focuses on the environment for 
private investment, a concept largely missing from the neoclassical model but one we can readily illustrate 
using a standard aggregate production function with diminishing returns to private capital accumulation.  

We then turn to the main themes for this week: a set of micro-development issues that fall under the 
heading of human development.  The problems review the economic approaches to fertility and schooling, 
along with some of the key stylized facts regarding health in developing countries.  We introduce 
randomized evaluation, which is playing an increasingly important role in developing the evidence base for 
policies in health, education, and other sectors.  Because randomization is not always feasible or advisable, 
we also discuss an example of impact evaluation using observational (i.e., non-experimental) data. In our 
example, a “natural experiment” makes it possible to construct a credible differences-in-differences 
estimate of the economic return to schooling.  The differences-in-differences approach is one of a number 
of econometric approaches researchers can take in the absence of the very clean counterfactual provided by 
a randomized design.  
 
1. Discussion of Rodrik, Chapter 2 (Growth diagnostics) and 3 (Synthesis: A practical approach to growth 

strategies) Rodrik’s growth diagnostics framework (developed with economists Ricardo Hausmann and 
Andres Velasco) is useful as an analytical framework.  It is also regularly employed by the Millennium 
Challenge Corporation as a tool for identifying the constraints on private investment and growth that 
will be focused on in its country “Compacts” (large multi-year aid programs). In the problem #3 below 
[for discussion], we use an aggregate production function to illustrate the structure of Rodrik’s 
framework  

 
1.1. Rodrik applies his growth diagnostics tree to a few countries, to illustrate how policymakers can 

discover the binding constraints on private investment and growth. Taking one of these illustrations 
as an example, how does he use evidence to decide what constraint(s) are the binding ones?    
 

1.2. Rodrik’s “practical approach” starts with a growth diagnostics exercise as step 1: what comes next? 
Does this look to you like a promising approach to guiding policies for developing countries seeking 
to accelerate their economic growth? 

 
2. [Not an exercise: for discussion] The figure below may help us talk through the logic of Rodrik’s growth-

diagnostics framework.  The challenge is to break free of the closed-economy, savings-driven approach 
of the Solow model and focus on the environment for private investment.  Suppose that we have in 
mind an aggregate production function of the form 𝑌 = 𝐵𝐾𝛼(ℎ ∙ 𝐿)1−𝛼 where ℎ is human capital per 
worker, 𝐿 is the number of workers, and 𝐵 is the level of total factor productivity.  In per-worker terms, 
the production function is 𝑦 = 𝐵𝑘𝛼ℎ1−𝛼.  In order to zero in on the constraints to private investment in 
physical capital, let’s write this as 𝑦 = 𝐴𝑘𝛼, where 𝐴 = 𝐵 ∙ ℎ1−𝛼.  Recall from our discussion of last week 
that 𝐵 (and therefore 𝐴) may include a variety of other stocks (of technological capability, for example) 
that are accumulated, like human capital, through costly investment activity. So although we will focus 
on the environment for investment in physical capital, the concept of “the investment environment” has 
much broader relevance.   

The diagram below contrasts two countries: a high-income-per-worker country with a high private 
capital stock per worker, and a low-income-per-worker country with a low private capital stock per 
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worker.  It also shows two aggregate production functions, one with a high level of 𝐴 and one with a low 
level of 𝐴.  The high-income country is on the high-𝐴 production function, and the low-income country 
may be either on the high-𝐴 production function or on the low-𝐴 production function. 
 

2.1. In a steady state, 𝑠𝐴𝑘𝛼 = (𝑛 + 𝛿)𝑘, which implies 𝑘∗ = [𝑠𝐴 (𝑛 + 𝛿)⁄ ]
1
1−𝛼⁄ .  This in turn implies 

that for any fixed value of 𝐴, the average product of capital in any steady state is equal to 𝑦∗ 𝑘∗⁄ =
(𝑛 + 𝛿) 𝑠⁄ .  The figure shows this as a ray from the origin. The steeper the ray, the lower the 
equilibrium capital stock and equilibrium output, for any given value of total factor productivity. 
This shows very clearly that in the standard saving-driven neoclassical model, there are at least two 
separate ways a country can be stuck with a low capital stock per worker: it can either have low 
productivity (low 𝐴, as at point 2) or low saving (more generally, high (𝑛 + 𝛿) 𝑠⁄ ), as at point 3. Low 
productivity, in turn, can be driven by anything that keeps 𝐴 low, including scarcity of human 
capital. 
  

2.2. We can also use this figure to think about a financially open economy.  Suppose that financial 
capital is completely mobile worldwide, so that domestic investment in each country would take 
place up to the point at which the after-tax marginal product of domestic capital was equal to the 
world interest rate: (1 − 𝜏) ∙ 𝑀𝑃𝐾 = 𝑟.  In our very simple model, the before-tax marginal product 
of capital is given by the slope of a tangent to the output-per-worker function. This slope, in turn, is 
a function only of the average product of capital, implying that for different values of 𝐴, the before-
tax marginal products of capital are identical along any ray from the origin. So the equilibria at 
points 1 and 2 can be interpreted either as we did a moment ago – as the consequences of 
different productivity levels in financially-closed economies with identical saving and population 
growth rates – OR as the consequences of different productivity levels in completely financially 
open economies facing the same world interest rate and imposing the same tax on capital income 
(so that the values of 𝑟 (1 − 𝜏)⁄  are the same). So low productivity can hold back investment and 
growth in a financially open economy just as it can in a financially-closed economy. Domestic saving 
no longer matters because any profitable investment will be financed in global markets, but now 
domestic tax rates (or anything that similarly undermines the return to capital, like corruption, 
crime, or conflict) matter a great deal: in the advantage of the high-productivity could be 
completely offset by a 𝜏 that was high enough to place the investment equilibrium at point 3. 
  

2.3. To summarize, the diagram below can be used to illustrate Rodrik’s decision tree – where he looks 
at weak finance, either in the form of low domestic saving or a high cost of international borrowing 
(these can take you to a point like 3 either via low 𝑠 in the financially-closed case, or via a high 
country-risk premium that raises 𝑟 above the world interest rate in a financially open economy), at 
low private returns to investment (in the form of a high 𝜏) and at low social returns to investment 
(in terms of a low 𝐴, driven by low human capital or other constraints. 
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3. Discussion of the JPAL Introduction to Evaluations.  The internal and external validity of an evaluation 
refer to its validity for the study population and for other populations.  The word validity here refers in 
almost all discussions to unbiasedness (or the large-sample version of unbiasedness, which is 
consistency).  In passing I’ll note that a more appropriate metric would be something like mean squared 
error, which trades off the bias of an estimator against its standard error.  The reason for this is that for 
most purposes, you might prefer having a precise estimate that is slightly biased up or down – i.e., one 
that is unlikely to be badly wrong – to having an unbiased estimate that is very imprecise and therefore 
likely to be badly wrong.  We’ll follow the literature here, however, in focusing on unbiasedness (and 
aiming for large enough samples that precision is adequate).  Our challenge is pretty clear: we’re trying 
to discover the “true” impact some intervention would generate in some population.   

 
3.1. Explain this statement: “The problem of impact evaluation is the problem of constructing a good 

counterfactual.” 
 

3.2. A child-health intervention is implemented in a set of villages in 2008, and a researcher is assessing 
the impact of the intervention by comparing the average 2009 health status of children 3-5 years 
old in villages that received the intervention against the average 2009 health status of children 3-5 
years old in villages that did not receive the intervention. [Suppose the units of observation are 
children. The simplest version of thi test could be implemented as a two-sample t test for a 
difference in means between the two groups of children; or by running a regression of health status 
against a “treatment” dummy variable equal to 1 for children in villages that received the 
intervention and 0 for children in villages that did not, and testing whether the coefficient on the 
dummy variable is significantly different from zero.] Give an example of a potentially serious and 
realistic threat to the internal validity of this approach. 
  

3.3. Suppose you have data on the health status of the same children in 2007. Why would it enhance 
internal validity to use the change in each child’s health status between the two years as the 

1. High income 
equilibrium. 

slope = 𝑟 

K/L 

Y/L 

Figure 1. What’s holding back private capital accumulation? 

2. Low marginal 
social return to 
investment. 

… or private 

return < social 

return. 

3. High social 

return constrained 

by low saving … 

Y/L high 

Y/L low 

slope (𝑛 + 𝛿) 𝑠⁄   
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variable to be compared, rather than simply health status in 2009? [This estimator is known as a 
‘difference in differences’ estimator.] 
 

3.4. Why does random assignment of treatment go a very long way in addressing threats to internal 
validity? In a regression context, the requirement for unbiasedness is that the residual and the 
included variables be uncorrelated. Can you interpret randomization of treatment as a way of 
ensuring this in the regression setting described in 3.1? 

 
3.5. Suppose you have undertaken an assessment of an intervention undertaken in some region of a 

country, and you believe your assessment has strong internal validity. Give an example of a serious 
and realistic threat to external validity – one that might make you wary of whether a similar impact 
would be observed in a different region of the country, or a different country altogether. 

 
4. Demographic transition. What are the stages of the demographic transition, and where are developing-

country regions in the process? 
 
5. The neoclassical model of fertility behavior.  The Classical theory of fertility (Smith, Malthus, and others 

up through Marx) predicted that increases in income would lead to higher fertility.  This proved 
incorrect as you have just argued in problem #4: modern economic growth has been accompanied by 
falling fertility.  In the 1960s, Becker developed a theory of fertility that was based on standard 
consumer theory and that could account for the observed pattern.  His theory views the number of 
children as a utility-maximizing choice by parents, who derive utility from children and to trade this off 
against the utility from consumption.  In Becker’s approach, parents choose both the quantity and 
“quality” of children, with the latter measured by the human capital a child possesses.  For most of this 
problem, we’ll keep things simple by ignoring the quality dimension (or equivalently, by assuming that 
quality is fixed).  We’ll also assume that there are no economies of scale in the household, so that 
financial and time costs of child-rearing are proportional to the number of children.  Even with these 
simplifications, however, we can generate predictions regarding the impact of women’s labor force 
opportunities on fertility behavior, a powerful theme of the neoclassical model.  At the end of the 
problem we look at how adding child quality to the picture delivers additional implications for the link 
between economic development and fertility.  

 
5.1. Suppose that if the household has no children, both parents work full time for (say) 70 hours per 

week.  Each child requires h hours of total parental time along with a direct net financial outlay of z 
dollars (e.g., on a weekly basis).  Parental time can be provided either by the male or the female, as 

long as .hhh FM    The opportunity cost of the man’s time is ,Mw  and of the female’s time, 

.Fw   Explain that the household’s budget constraint for children (K = kids) and adult consumption 

goods (C) can be written 
 

 𝑌0 + 𝑤𝑀 ∙ (70 − ℎ𝑀 ∙ 𝐾) + 𝑤𝐹 ∙ (70 − [ℎ − ℎ𝑀] ∙ 𝐾) = 𝑝 ∙ 𝐶 + 𝑧 ∙ 𝐾. (1) 
 

where Y is the household’s non-labor income.  
 

5.2. Suppose that the number of children is small enough that their care requires less than 70 total 
hours of parental time; and assume that the man’s wage is larger than the woman’s wage

).( FM ww    Explain how, in this case, the efficient division of activity between the parents 

involves specialization in work and child-rearing, leading to the budget constraint 

 
 𝑌0 + (𝑤𝑀 + 𝑤𝐹) ∙ 60 = 𝑝 ∙ 𝐶 + (𝑧 + ℎ ∙ 𝑤𝐹) ∙ 𝐾 (2) 
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5.3. In equation (2), the opportunity cost of a child in terms of adult consumption is 
 

𝑧 + ℎ ∙ 𝑤𝐹

𝑝
. 

 
Why does an increase in the woman’s wage increase the opportunity cost of a child?  This relative 
price effect is at the heart of the neoclassical theory of fertility behavior. 
 

5.4. Budget constraint (2) is not applicable for values of K above ,/70 h  because these require time the 

female does not have.  Suppose for the moment that the household can hire additional female time 

in the local economy at the wage rate .Fw   Explain that as long as ,MF ww   budget constraint (2) 

will now prevail for all possible values of K, including those for which ./70 hK    Draw this budget 
constraint with K on the horizontal axis and C on the vertical axis. Use indifference curves to locate 
the optimal number of children. 

 

 
 

5.5. Assume that children are a normal good.  How does the optimal number of children vary with the 
household’s non-labor income?  How about with the male’s wage?  [Hint: Determine how the 
budget constraint moves when non-labor income changes.  Use indifference curves to locate the 
new optimal choice, and figure out whether the “quantity of children demanded” has risen or 
fallen.  Do the same thing for an increase in the male’s wage.]  
 

5.6. Now consider the effect of a rise in the female’s wage.  Show that if ,/70 hK   the increase in Fw   

must reduce the household’s fertility, because the income and substitution effects of the increased 

female wage go in the same direction.  Show that if ,/70 hK   the increase in Fw  has a positive 

𝐶∗ 

𝐾∗ 

𝑌 + (𝑤𝑀 +𝑤𝐹)60

𝑝
 

70

ℎ
 

𝐾 

𝐶 

Figure 2 Neoclassical fertility behavior (when 
the household can ‘buy in’ female labor) 
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income effect but fertility will nonetheless fall if the substitution effect is strong enough.  Why does 
the household respond differently to the male and female wage? 
 

5.7. [Optional: not required]  Suppose that the household cannot hire in female labor and so has to 

switch to the male’s time if ./70 hK    Explain that the budget constraint is now ‘kinked’ at the 

point ,/70 hK   with slope 
p

whz F
 to the left of the kink and 

p

whz M
 to the right.  Show 

that if this kink occurs in the interior of the diagram (i.e., for ),0C the household’s optimum may 

well occur at the kink.  Show that in this case, the impact of the female wage on fertility is 

unambiguous: fertility cannot rise, and for a sufficiently large increase in Fw  it must fall, through 

entry into the labor force. 
 

5.8. Incorporating child “quality”. Becker’s theory of fertility featured not only the time cost we 
emphasized above, but also a quality/quantity tradeoff.  Here is a quote from his Nobel lecture:  

 
“However, the trouble with the Malthusian approach is not its use of economics per se, but 
an economics inappropriate for modern life.  It neglects that the time spent on child care 
becomes more expensive as countries become more productive.  The higher value of time 
raises the cost of children, and thereby reduces the demand for large families.  It also fails to 
consider that the greater importance of education and training in industrialized economies 
encourages parents to invest more in the skills of their children, which also raises the cost of 
large families.  The growing value of time and the increased emphasis on schooling and other 
human capital explain the decline in fertility as countries develop, and many features of birth 
rates in modern economies.”   

 
In the simple model we developed in this problem, what parameter would change if parents 
decided they should “invest more in the skills of their children”? (Assume that the investment in 
question is financial, not a parental time cost; and that parents treat each child equally.)  What 
impact would this have on fertility?   

 
6. The economic approach more generally.  The view that childbearing is an economic decision is broader 

than Becker’s theory.  Drawing on the discussions in PRLB and/or Ray, how should the following 
developments within a country affect the total fertility rate? 
6.1. A well-implemented ban on child labor. 
6.2. Introduction of an old-age social-security system. 
6.3. Implementation of universal (free) primary education. 
6.4. A decline in the prevalence of multi-family households in which uncles and aunts share the costs of 

child-rearing. 
6.5. A reduction in infant mortality. 
6.6. Increased social acceptability of labor market opportunities for girls. 
6.7. Erosion of social norms in favor of boy children. 

 
7. Boy preference and the welfare of girls [Ray problem 15 p. 342]  

7.1. Suppose that households exhibit a particular type of targeting behavior: they continue to have 
children until they have 1 boy, and then they stop.  Show that on average, larger families will have 
more daughters.  

7.2. Sen and others have documented a ‘missing women’ phenomenon in parts of the developing 
world.  What is this phenomenon?  Can the targeting behavior in 7.1 produce it?  [Be careful!] 
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7.3. It is a well-known empirical regularity in poverty research that families with larger numbers of 
children are more likely to be poor.  Use your result from 7.1 to argue that in poor societies, girls 
may have a higher death rate than boys even if there is no discrimination against girls. 

 
8. Returns to education.  These questions ask you to use the neoclassical model of schooling choice, which 

views schooling as an investment in future wages. 
 

8.1. What would an effective HIV-prevention campaign do to the incentive to complete secondary 
school in Sub-Saharan Africa?  Use the concept of the internal rate of return and argue heuristically 
(no calculation needed). 
 

8.2. In Box 8-1, PRLB present the celebrated Mincer equation, which is often used to estimate the 
return to schooling from individual-level data on schooling and labor-market outcomes. Ignore the 
experience variables, and suppose instead that the income of a worker is a function of the worker’s 
schooling, which you can observe without error (𝑆𝑖), and of the worker’s innate ability which you 
can’t observe at all.  In other words, “the truth” looks like this: ln 𝐸𝑖 = 𝛽0 + 𝛽1𝑆𝑖 + 𝛽2𝐴𝑏𝑖𝑙𝑖𝑡𝑦𝑖 + 휀𝑖 , 
where 𝛽1 and 𝛽2 are both positive and where 휀𝑖  contains all other unobserved determinants (which 
we’ll be able to ignore by assuming they are uncorrelated with either schooling or ability).  But your 
regression model looks like ln 𝐸𝑖 = 𝛽0 + 𝛽1𝑆𝑖 + 𝑢𝑖 where 𝑢𝑖 is the residual.  So basically you’re just 
doing a scatter plot of the log of earnings (ln𝐸𝑖) against the years of schooling, and fitting the 

“best” line through the data.  You find that the estimated return to schooling is 7 percent (�̂�1 =
0.07 where “^” denotes a regression coefficient).  Why do you suspect that 7 percent 
overestimates 𝛽1?  [This problem will be ‘easy’ for those who have had econometrics; they can 
even solve it formally.  But a logical/heuristic argument is sufficient and does not require 
econometrics.] 
 

8.3. Why, in the context described above, would you be more confident in your estimate of 𝛽1 if you 
could assign values of 𝑆 to individuals randomly?  In fact, why would this probably be even better 
than being able to observe Ability? 

 
8.4. The real-world problem is you generally can’t assign values of 𝑆 for ethical, political, and other 

reasons.  Given this reality, economists have worked hard to exploit “natural experiments” – 
situations in which schooling attainment changes in selected geographical areas for reasons 
unrelated to child ability, expected future wages, or other potential confounders, and so any 
corresponding change in actual wages, by comparison with regions unaffected by the natural 
experiment, reflects the causal effect of greater schooling.  Study the discussion of Duflo’s 
Indonesia paper on PRLB page 277.  Focus on determining how the future wages (e.g., at age 25-30) 
of children who were exposed to new schooling opportunities starting in 1974 (because they were 
aged 2 to 6 in 1974 and lived in an area where new school construction occurred) changed as a 
result of their being able to attain more schooling. Why would it not be enough to simply compare 
the wages at age 25 of students from the same area who were already out of primary school in 
1974 (i.e., were 12 to 17 years old when the schools were constructed)?  Why did Duflo instead use 
a “differences in differences” design, where she estimated the impact of the construction program 
on future wages by subtracting the cohort difference in age-25 wages from regions of Indonesia 
that were not affected by the school construction from the cohort difference in the regions that 
were affected?  Can you see why she did the same thing to estimate the impact of the construction 
program on years of schooling?  The ratio between these two estimates (extra earnings per extra 
year of schooling) then gave an estimate of the return to schooling in Indonesia 
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9. Educating girls. It is a powerful empirical regularity that girls receive less education than boys in 
developing countries. 
9.1. There is substantial evidence that in poor countries the private costs (to the household) of 

educating girls tend to be greater than those for educating boys, and the private benefits lower.  
Looking at the costs and benefits discussed by PRLB, which appear clearly to swing the internal 
private rate of return in favor of educating boys more than girls? 

9.2. Is there a market failure, such that you would advocate subsidizing girls’ education more than 
boys’?  Explain your answer in terms of key sources of difference between the social and private 
rates of return. 

 
10. Reviewing PRLB chapter 9, Health. 

10.1. What is the epidemiological transition? 
10.2. Life expectancy at birth is below 50 years in a number of Southern African countries.  How 

can this be possible?  Explain that this number is not a forecast but rather a combination of current 
age-specific mortality rates.  

10.3. Among leading communicable diseases, what are some of the key successes and failures 
among developing countries in the last 50 years, and what features differentiate success from 
failure? 

10.4. There is a strong correlation between per-capita income and measures of health across 
countries. What common-sense channels might generate a causal link from income to health? How 
about from health to income? Is there an empirical consensus on what drives the observed 
correlation?   

10.5. Do you get any sense from this chapter of the relative importance for life expectancy 
improvements of basic hygiene and public health improvements as against medical interventions to 
eradicate particular diseases? 

10.6. Pharmaceutical research is subject to large fixed costs, and companies justify investments in 
research and development by appealing to the large profits they can hope to receive under patent 
protection once a new drug has been approved.  But this means that low-income markets get very 
little R&D directed to their particular needs.  How does the advance market commitment (AMC) 
mechanism designed by Kremer and co-authors propose to overcome this barrier to development 
of a malaria vaccine [box 9-5 in PRLB]?  Do donors have to finance this, or should we expect a 
consortium of developing countries to be willing to finance it? 

 


